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The Shannon entropy of a random variable, which mea-

sures its intrinsic uncertainty, is widely used in a variety

of fields, such as statistical physics, biology, neuroscience,

cryptography and linguistics, among many others.

Estimating the entropy of discrete sequences can be chal-

lenging due to limited available data. Moreover, there is cur-

rently no known unbiased estimator for the entropy [1], mak-

ing the task even more difficult, especially in an undersam-

ple regime, in which the size of the sequence N is smaller

than the number of possible outcomes L.

While numerous entropy estimators have been proposed

in the literature (refer to, e.g., [1, 2]), their performance

when considering the bias and standard deviation vary sig-

nificantly depending on the specific system under study and

the size of the available data. Most of these entropy estima-

tor are designed particularly considering that the sequence is

generated by independent events. To address possible corre-

lations within the sequence, we propose a new entropy esti-

mator that takes into account the order in which the elements

appear in the sequence, as well as a Horvitz-Thompson cor-

rection [3] to address the issue of potential missing outcomes

in a short sequence (N < L) [4].

Since entropy estimators are typically evaluated and com-

pared only considering independent sequences [5], we have

conducted a detailed analysis of the performance of some of

the mostly used entropy estimators, when applied to corre-

lated data. Specifically, we present the results for i) binary

Markovian sequences (Fig. 1) and ii) Markovian systems in

the undersample regime. In addition, we have also included

our new estimator into this analysis (red crosses in Fig. 1)

and we have found that it performs remarkably well in terms

of the bias although showing a large dispersion.
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Fig. 1. Average bias (top) and deviation (bottom) of the

entropy estimators when applied to Markovian, binary se-

quences for different sequence size N . The red line corre-

sponds to our proposed estimator.


