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Modeling human mobility and understanding the main

features involved have inspired many studies. In this work,

we analyze the number of persons moving from one city to

another, regardless of the transportation or reason. Due to

the large number of variables we can use to describe an ur-

ban region, models can be arbitrarily complex. The sim-

plest approaches, the Gravity model[1] and the Radiation

model[2], only use the distance and the population. How-

ever, more sophisticated deep learning approaches, such as

the Deep Gravity model[4] can use 39 features.

The aim of this project is to use a symbolic regression

method to recover closed-form mathematical models from

the data, the Bayesian Machine Scientist(BMS)[? ]. The

only constraint we impose is that the variables that can ap-

pear in the model are the distance and the origin-destination

populations. We use data from 6 states of the United States

to train and test the models. Each state is trained with a sam-

ple of flows between a subset of cities and the same symbolic

expression but with different parameters. To test the models

we use the flows between a subset of cities different from the

train set. To compare the performance of the BMS models,

we train the mentioned reference models including a Ran-

dom Forest with 39 features. To evaluate the predictions,

we use the following metrics: Common Part of Commuter,

Median Absolute Error, Median Relative Error, and Median

Log-Ratio.

Our results show that the metrics Common Part of Com-

muters and Median Relative Error only capture the perfor-

mance for high values of the flow. If we compare models,

is difficult to distinguish a good performance from an over-

fitted model. We state relative metrics are more useful since

we have data with different orders of magnitude. If we com-

pare the results for the Median Log-Ratio, we see that BMS

models with three variables perform similarly or better than

complex models with up to 39 features.
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